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Abstract

We propose an incremental clustering crawler, a novel

algorithm for finding communities for community-limited

search in the web. A web community is a set of semanti-

cally related sites found through link-based clustering. The

key idea of the proposed algorithm is to perform clustering

incrementally while crawling is in progress. This algorithm

does not need to crawl all the web pages a priori, but needs

to crawl only as many web pages as are relevant to the clus-

ters that are being formed. This ability to crawl on the fly

is an important advantage since it is infeasible to crawl the

entire set of web pages in the world and since we often do

not even know which web pages or sites to crawl. Another

advantage is that the time spent on clustering is reduced

because at any time the clustering is performed on only the

relevant web pages collected thus far. An apparent disad-

vantage is that the resulting clusters are not optimal since

the algorithm does not have all the crawled sites available

at the time of clustering. Experiments show, however, that

the achieved cluster quality is comparable to the optimal

cluster quality which, in our experiments, is achieved using

the minimum spanning tree clustering algorithm.

1 Introduction

Web is a vast source of information affecting everyone’s
life in modern society. As the data on the web are becoming
increasingly large and diverse [19], the web has evolved to
become a space that cannot be searched efficiently or effec-
tively without a good web search system [23]. Traditional
web search systems use either the web search engine ap-
proach or the web directory approach [3].

Recently there have been hybrid approaches proposed to
combine these two approaches to have a system that can
retrieve a larger and more precise search result for a user
query. Examples are the limited search approach [14], the
focused crawler approach [2, 5, 9, 10], and the web clus-

tering approach [4, 7, 11, 22, 24, 27, 30]. These hybrid
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approaches improve the size and the precision of a search
result, but they still have drawbacks. The limited search
limits the search to only the sites or domains specified by
the URL, and thus it excludes all other semantically related
sites or pages. The focused crawler crawls at query time,
and thus it takes long to retrieve the search result. The web
clustering processes a large number of sites or pages to find
clusters, and thus it is costly in computation time and space.
(More details will appear in Section 2.)

In this paper we use the notion of community-limited

search first introduced by G.-J. Kim et al. [16, 17, 18] and
propose the incremental clustering crawler (ICC) as a novel
approach to finding a community. A community on the
web is defined as a set of semantically related sites found
through link-based clustering. The key idea of the proposed
ICC approach is to perform clustering incrementally while

crawling is in progress. The advantage of this is that it does
not need to crawl all the web pages beforehand but needs
to crawl only the web pages that are relevant to the clusters
as they are being formed. This is an important advantage
since it is infeasible to crawl the entire set of web pages in
the world and since we often do not know which web pages
or sites to crawl. Another advantage is that the time spent
on clustering is reduced because the clustering is performed
only on the relevant web pages collected so far.

The proposed ICC algorithm works by applying Prim’s
minimum spanning tree (MST) algorithm on each of the
provided seed sites. For each seed, the algorithm stops
when it does not find any more edge to add to the partial
minimum spanning tree found so far. It thus finds locally

optimal clusters for each seed.

In this paper we empirically compare the proposed al-
gorithm with another algorithm employing the minimum
spanning tree clustering [21, 29]. This algorithm crawls
all needed sites before clustering them, and always finds
globally optimal clusters. The experimental results demon-
strate the high quality of clusters generated by ICC com-
pared with the quality of the optimal clusters generated by
the minimum spanning tree clustering. This cluster quality
is particularly noteworthy in consideration for the inherent
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disadvantage of ICC that not all sites are available at the
time of clustering. Besides, the experimental results verify
the significantly shorter (by two orders of magnitude) clus-
tering time of the ICC algorithm.

This paper makes the following contributions. First,
it introduces the concept of community-limited search as
a new approach to retrieving precise and large search re-
sult for a user query. Second, it proposes ICC, which
crawls only the relevant sites and performs clustering in-
crementally, interleaved with the crawling process. Third,
it demonstrates the merit of the proposed approach through
extensive experiments.

The rest of this paper is organized as follows. In Sec-
tion 2, we discuss related work on the web search systems
and the recent hybrid approaches. In Section 3, we provide
some background on web page clustering techniques. In
Section 4, we introduce the concept of community-limited
search. In Section 5, we present the proposed ICC algorithm
and describe its implementation. In Section 6, we evaluate
the performance of the ICC algorithm. In Section 7, we
conclude the paper and outline the future work.

2 Related Work

As mentioned in the Introduction, a traditional web
search system is either a web search engine or a web di-

rectory. A web search engine collects web pages using an
automatic crawler, creates an index on the collected web
pages, and searches those web pages using the index in re-
sponse to a user query. Google [12] and Altavista [1] are
the examples. Since the collection is done automatically,
the system can collect and search a very large number of
pages and, as a result, may retrieve a large number of pages
for a user query. This large number, however, often makes
it difficult for the user to identify the pages she wants. In
contrast, a web directory organizes web sites into a hierar-
chical category through manual editing and searches those
categorized sites in response to a user query. Yahoo! [28]
and Google Directory [13] are the examples. Since the cat-
egorization is done manually, the system can retrieve highly
precise results for a user query. The search, however, is lim-
ited to only those sites manually collected (less than 1% of
the entire web). Besides, the search cannot be done at the
page level because a site is the smallest category in the web
directory.

The hybrid approaches recently proposed – limited

search [14], focused crawler [2, 5, 9, 10], and web clus-

tering [4, 7, 11, 22, 24, 27, 30] – have the following char-
acteristics. The limited search limits the search scope to
the web pages in a particular site or domain instead of the
entire web so that the search result shows higher precision
than in the traditional web search engine. Key search sys-
tems like Google, Altavista, and Yahoo! all support this
approach now. Home search [18] is an advanced form of
site-limited search, whereby the search scope is limited to
the user’s home site, and is characterized by the fact that

the user issues a query directly at one’s home site instead of
visiting the web search engine site. The query is sent to and
executed at the search engine transparently to the user.

The focused crawler collects the web pages or sites dy-
namically with a focus on those sites relevant to the topic of
a user query so that the search result shows higher precision
than in the traditional web search engine. The web cluster-
ing collects web pages using a crawler and builds a cate-
gory automatically by clustering the collected sites or pages
based on the terms or links in the pages so that there can
be more web pages in more categories (hence more search
result as well) than in the traditional web directory.

These hybrid approaches indeed improve the size and the
precision of a search result, but they still have the draw-
backs mentioned in the Introduction. Our proposed incre-
mental clustering crawler (ICC) approach has the following
advantages over each of the three hybrid approaches. First,
with the search scope being a community, it can search
semantically related sites and thus retrieve a more precise
search result than the limited search. Second, without the
need to collect web pages at query time, it can retrieve the
search result faster than the focused crawler by using an in-
dex created on pre-collected web pages and communities.
Third, since it performs clustering on only the relevant sites
crawled incrementally, it spends less time on clustering than
the web clustering.

3 Web Page Clustering

Web page clustering can be classified into term-based

clustering [4, 6, 7] and link-based clustering [11, 20, 22, 24,
27]. The term-based clustering performs clustering based
on the common terms among web page documents. This
clustering approach is not applicable to non-textual docu-
ments information, such as image, audio, video, and frame.
Unfortunately, however, a majority of web pages have non-
textual contents in them.

The link-based clustering is based on the hyperlinks,
which are contained in every web page and characterize
how the web pages are related. It measures the similarity
between web page documents using such link-based met-
rics as co-citation [26] and bibliographic coupling [15],
and finds clusters using such clustering algorithms as K-

means [25] and minimum spanning tree (MST) cluster-

ing [21, 29]. Let us further discuss these similarity metrics
and clustering algorithms in the remainder of this section.

The co-citation between two web pages, pi and pj , is de-
fined as the number of pages that cite (i.e., have direct links
to) both pi and pj . The bibliographic coupling between pi

and pj is defined as the number of pages that are cited by
(i.e., have direct links from) both pi and pj . Figure 1 illus-
trates these two similarity metrics.

K-means is a frequently used clustering algorithm [8],
and has been applied to web page clustering [22, 24, 27].
Figure 2 outlines the algorithm. This algorithm can find
clusters faster than other clustering algorithms, but it re-
quires the number of clusters, k, to be pre-determined, and
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pk pk

pi pi

pj pj

(a) Co-citation. (b) Bibliographic coupling.

In (a), pk co-cites pi and pj ; in (b), pk biblio-couples pi and pj .

Figure 1. Co-citation and biblio coupling.

K-means clustering algorithm

Input:

D: data set 

S: similarity matrix between data items

k: required number of clusters

Output:

k clusters partitioning D

begin

1. Randomly choose k data items as the initial centroids.

2. Assign each data item to the closest centroid.

3. Recompute the centroid of each cluster.

4. Repeat Steps 2 and 3 until no centroid changes in Step 3.

end

Figure 2. The K-means clustering algorithm.

the resulting cluster quality is sensitive to the value of k and
the initial partitioning. K-means clustering always achieves
a globally optimal clustering for a given set of initial cen-
troids, but the resulting clustering is not necessarily optimal
for another set of initial centroids.

Minimum spanning tree (MST) clustering performs clus-
tering by first building an MST and partitioning it by remov-
ing all edges whose weights are above the weight thresh-
old [29]. Figure 3 outlines the algorithm. The algorithm
terminates when either the required number (k) of clusters
are found or the weights of all remaining edges fall be-
low the weight threshold (wt). MST clustering thus can
be used even if the number of clusters is not known. Fig-
ure 4 illustrates how the algorithm works. Given the graph
G = (V, E) at the top, the MST G′ = (V, E′) shown in the
middle is generated, and then the cluster shown at the bot-
tom is generated if a termination condition k=4 is satisfied.

MST clustering always achieves a globally optimal clus-
tering. This is because the input MST is an optimal span-
ning tree, that is, with the minimum total weight of edges.
Since MST clusters are generated by removing edges with
the largest weight first, the generated clusters are guaran-
teed to have the minimum total weight of edges in them.
We apply this algorithm to web clustering in this paper to
find globally optimal web clusters (i.e., communities). In
the context of web clustering, optimal clustering means that
the clusters formed have the highest total similarity. Thus,

MST clustering algorithm

Input:

G=(V, E): graph

either k or wt, where

k: minimum required number of clusters

wt: weight threshold (the largest edge weight allowed in a cluster)

Output:

clusters of the vertex set V

begin

1. Find a minimum spanning tree G'=(V, E') from G=(V, E).

2. Remove from the edges in E’ the edge (vi, vj) with the largest weight.

E' = E' − {(vi,v j)} 

3. Repeat Step 2 while either the number of subtrees (i.e., clusters)

generated is smaller than k (if k is given) or there exists an edge 

in E’ whose weight is larger than wt (if wt is given).

4. Make one cluster for the vertex set of each subtree generated from 

Steps 2 and 3.

end

Figure 3. The MST clustering algorithm.
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Figure 4. An MST clustering example.

we only need to represent the edge weight in the MST clus-
tering as the inverse of the similarity between web sites.
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4 Community-Limited Search

The community-limited search is an advanced limited
search approach. It limits the web search to a particular
community, where a community is defined as a set of se-
mantically related sites obtained through link-based clus-
tering. Thus, the community-limited search achieves higher
precision in the search result than the site- or domain-
limited search.

An example of the community-limited search is as fol-
lows. Suppose the user who wants to find information about
job openings at companies in Samsung Group gives the
query terms “Samsung” and “job opening”. If the search
is done against pages in the entire web, then so many ir-
relevant web pages (at news sites, job information sites,
etc.) are retrieved that it is hard for the user to find the
right pages. If the search is done against sites or categories
(instead of pages), then the sites of Samsung Group compa-
nies can be readily found, but the user should still explore
the sites one by one in order to find the right pages contain-
ing the job information. In contrast, if the search is done
against communities, the term “Samsung” can be used to
find the community of Samsung Group companies and then
the job information pages can be found easily by limiting
the search to that community.

The community-limited search involves the steps of col-
lecting web pages and finding a community from them. The
existing approach to finding a community applies the fo-
cused crawler at the level of a web site[9, 10]. In this ap-
proach, the sites near each seed are crawled and the max-
imum flow/minimum cut is found from the graph that is
made of the collected sites and links. The found cut sepa-
rates the graph into two parts, and the part on the side of the
seed becomes the community of sites relevant to the seed.
This approach finds a community after the crawling is com-
pleted and is applicable only if a query topic is provided. In
contrast, in the ICC approach we propose, the web crawling
and the web clustering are performed hand in hand at the
same time and it works without a query topic. We discuss
this approach in detail in the next section.

5 An Incremental Clustering Crawler

5.1 Algorithm

As mentioned above, the incremental clustering crawler
(ICC) performs clustering while web pages are being col-
lected by a crawler. We design our algorithm as an inte-
gration of the Prim’s MST algorithm and the MST cluster-
ing algorithm (Figure 3). Specifically, it is based on the
Prim’s algorithm and uses the edge weight-based termina-
tion condition as in the MST clustering algorithm. (Note
that a smaller edge weight in MST clustering is equivalent
to a larger edge weight in ICC.) The reason we adopt the
MST clustering algorithm is that it can work without know-
ing the number of clusters to be generated and few outlier
sites are generated because those sites (which are not simi-
lar to other sites) are excluded when an MST is built.

The K-means algorithm (Figure 2), on the other hand, is
not a good fit for ICC because it needs to know how many
clusters will be generated, which is nearly impossible in the
web environment, and it leaves many outlier sites that do not
belong to any cluster. Besides, unlike MST clustering, K-
means clustering is not always optimal but is optimal only
for a given set of seeds, as indicated in Section 3.

Incremental clustering crawler algorithm

Input:

G=(V, E): web graph where V is the set of sites and 

E is the set of direct links between sites in the web

S: set of seed sites

wt: weight threshold (minimum required edge weight in a cluster)

Output:

clusters of sites crawled starting with the seed sites in S

begin

For each s S begin

1. Start crawling from the seed site s.
V

cr
= {s}

V
fr

= {d | d!s and (s, d) E}

2. Select the edge (v, w), where v Vcr and w Vfr,

with the largest weight, and crawl to w .
V

cr
= V

cr
"{w}

3. After crawling to w, obtain the set Vfr
w of sites 

that are directly linked from w and not in Vcr.

V
fr
= V

fr
−{w} " V

fr
w

4. Repeat Steps 2 and 3 while there exists an edge 

with a larger weight than wt among the edges 

(v, w) where v V
cr

and w V
fr
.

5. Output the set of crawled sites V
cr

as the cluster for s.

end

end

Figure 5. The ICC algorithm.

Figure 5 outlines the ICC algorithm. Starting from each
seed site s, clusters are formed by including edges incre-
mentally using the Prim’s MST algorithm. Note that in
Prim’s algorithm the vertices added at each step are always
connected to the seed, thus naturally forming a cluster. Vcr

denotes the set of vertices included in the cluster (i.e., cut)
so far, and represents the set of sites already crawled. Vfr

is the set of fringe vertices that are not in the cluster but di-
rectly connected from the vertices in it, and represents the
set of new sites that can be crawled next. The weight of
an edge represents the similarity between two sites. (The
similarity metric used in this algorithm is described below.)
The weight threshold (wt) is the minimum weight required
for every edge connecting Vcr and Vfr, and represents the
minimum similarity required between two sites in the same
cluster. It is used to determine when to stop “growing” a
cluster. This is opposite to the way the weight threshold is
used by MST clustering (Figure 3) which forms the clusters
through edge removal.

Note that the Prim’s algorithm used here stops when
there is no more edge that can be added among those con-
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necting the currently included vertices (Vcr) to the fringe
vertices (Vfr), unlike the original Prim’s algorithm which
does not stop until all vertices in the graph are discovered.
For this reason, the proposed ICC algorithm achieves lo-
cally optimal clustering for each seed, while globally opti-
mal clustering (as possible with the MST clustering) is not
necessarily achieved after completing the algorithm for all
seeds. Naturally, the choice of seeds influence the quality of
generated clusters; it may well be a random selection when
there is no prior knowledge of the web sites crawled.

The two similarity metrics – co-citation and biblio-
graphic coupling – described in Section 3 are not readily
applicable to the proposed incremental clustering approach
because they need all sites to be available at once. Besides,
the computational overheads of using those metrics can be
prohibitive in the large-scale web environment. Thus, we
have devised a new metric called the outLink. With out-
Link, two sites si and sj are considered more relevant if si

has more direct links to sj (or vice versa). Specifically, let
nij be the number of direct links from si to sj and let ni

be the total number of direct links from si to all other sites.
Then, outLink from si to sj is computed as in Equation 1.

outLink(si, sj) =
nij∑

k∈L(k) nik

(1)

where L(k) is the set of sites (excluding si) directly linked
from si. Figure 6 illustrates this computation. Since out-
Link can be computed considering only the outgoing sites
directly linked from a node already included in a cluster,
this metric can be applied incrementally with no problem
and also the computation overhead is minimal.

site A

outLink(A, B) = 2/3

outLink(A, C) = 1/3

site B

outLink(B, A) = 1/2

outLink(B, C) =1/2 

site C

outLink(C, B) = 1

site

web page

At the site A for example, the total number of out-links is three and,
among these three, two links are to the site B and one link is to the
site C. Hence, the outLink(A, B) is 2/3 and outLink(A, C) is 1/3.

Figure 6. An example of computing outLink.

5.2 Implementation

Figure 7 shows the architecture of ICC. It downloads
web pages in parallel using the asynchronous I/O. It can
process 50 or more pages at once. The main module as-
signs a seed site URL to each cluster finder and starts them
to find clusters while crawling. The cluster finder manages

Seed URL

 

 

 

Main 
module

Site
manager

Web page 
collector

Link 
extractor

URL
manager

Cluster 
finder

Cluster 
finder

Cluster 
finder

Site URL

Internal Crawler

Site URL

Site URL

Link 
information

Link 
information

Link 
information

Figure 7. Architecture of ICC.

the currently included vertices Vcr and the fringe vertices
Vfr shown in Figure 5 and, based on the weights of edges
from Vcr to Vfr, chooses the sites to be included in a cluster.

Each time the cluster finder chooses a site, the internal
crawler crawls to the web pages in that site. The internal
crawler has four parts: site manager, web page collector,
link extractor, and URL manager. The site manager has in-
formation about each site and checks the termination con-
dition of crawling (e.g., the number of web pages to crawl)
at the site currently visited. The web page collector down-
loads from the web server the web pages stored at the given
URLs. The link extractor then extracts links from the down-
loaded web pages. Using the extracted links, the URL man-
ager updates information about the web pages already col-
lected and the web pages yet to be collected.

6 Performance Evaluation

For performance evaluations, we compare the cluster
quality and clustering time between the incremental clus-
tering crawler (ICC) and the minimum spanning tree (MST)
clustering.1 (In this section, we refer to the clusters gener-
ated by these algorithms as ICC clusters and MST clusters,
respectively.)

To evaluate the cluster quality, we conduct two sets of ex-
periments. The first set of experiments is to evaluate the op-
timality of the ICC clusters by comparing them with those
generated by the optimal MST clustering. The second set of
experiments is for user testing of the cluster quality, that is,
to evaluate the quality of ICC clusters by comparing them
with manually selected true clusters. In the clustering time

1We have also done experiments comparing the K-means clustering
and the MST clustering and verified that the latter outperforms the former
in both the cluster quality and the clustering time. The results of these
experiments appear in a technical report [17].
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experiment, ICC would certainly take less time due to its
incremental processing, and thus the objective is to see how
short it is compared with MST.

Data used in the experiments are the set of sites collected
by ICC from the web with the weight threshold set to 0.01.
The number of sites varies with the number of seeds, and
the maximum number of sites collected in the experiments
is about 11,000. The selection of seeds differ between the
two sets of experiments. In the cluster optimality exper-
iments, randomly selected seeds (varying from 1 seed to
1000 seeds) are used without the knowledge of the web sites
crawled, whereas in the user testing experiment, manually
selected seeds (115 seeds total) are used for the sake of ob-
jectivity. The random seeds are used in the clustering time
experiments as well.

The outLink (see Equation 1) is used as the similarity
metric between sites in all experiments. (Precisely, the sim-
ilarity metric in the case of MST clustering is the inverse of
OutLink, as mentioned in Section 3.) All experiments are
done in Linux 2.4 OS on a PC with 1.7GHz Pentium 4 CPU
and 512MB RAM. All programming is done in Python.

6.1 Cluster quality

There is no objective metric of cluster quality, but preci-

sion, recall, and f-value (or f-measure) are commonly used
for that. Precision and recall are used as the similarity met-
rics between two clusters. Since these two metrics show
opposite results, the f-value is used as the metric combining
the two. (This is called the weighted harmonic mean of pre-
cision and recall.) Specifically, the three metrics are defined
as follows.

precision =
|CT ∩ CA|

|CA|
(2)

recall =
|CT ∩ CA|

|CT |
(3)

f-value =
2(precision · recall)

(precision + recall)
(4)

where CT is a true cluster and CA is a test cluster obtained
using the evaluated algorithm. |C| denotes the size of a
cluster C.

A clustering algorithm generates a set of clusters. Thus,
given a true cluster, one of these clusters should be chosen
as the cluster to be compared against it. In this experiment,
we choose the cluster with the largest overlap with the true
cluster, that is, choose CA ∈ {C1, C2, ..., Cn} such that

CA = argmax
CAi

|CT ∩ CAi
| (5)

where C1, C2, ..., Cn are the generated clusters and CT is
the given true cluster. Figure 8 illustrates this.

Optimality of cluster quality

As mentioned above, we compare the clusters generated
by ICC with those generated by MST clustering. For the

S1

S3 S5

S6

S7

S1

S2

S3

S5

S6

S7

S8
S9

C
T

C
A

...

. . . 

. . .

S4

True clusters. Test clusters.

Among all clusters on the right, CA overlaps most with CT on the
left, and thus is chosen for comparison with CT .

Figure 8. An example of choosing a test clus-
ter.

purpose of this comparison, we make sure the two algo-
rithms generate the same number of clusters by using the
number of clusters (k) as the termination condition of the
MST clustering algorithm and setting k to be equal to the
number of clusters generated by ICC. Then, we pick one
ICC cluster for each MST clustering cluster in the manner
shown in Equation 5 and then compute the average of each
of the three metrics over all ICC clusters. That is, if n ICC
clusters CA1

, CA2
, ..., CAn

match n MST clustering clus-
ters CT1

, CT2
, ..., CTn

one to one, then:

precisionavg =

∑n
i=1 precisioni

n
(6)

recallavg =

∑n

i=1 recalli
n

(7)

f-valueavg =

∑n
i=1 f-valuei

n
(8)

where precisioni, recalli, and f-valuei are those in Equa-
tions 2, 3, and 4, respectively, for CTi

and CAi
.

Figure 9 shows the result (average precision, average re-
call, and average f-value) for varying number of seeds. The
average precision is close to the maximum value 1.0 in the
entire range of the number of seeds. The average recall,
however, drops to about 0.7 when the number of seeds is
increased to 100. We think this happens because the ICC
algorithm used in the experiment disregards links between
clusters stemming from different seeds and, thus, does not
merge clusters, whereas such a merge may happen in the
MST clustering algorithm. We thus expect that the aver-
age recall should improve if we would merge two clusters
that have enough links between them. The average f-value
shows the same trend as the average recall. The reason for
the drop is also the same.

User testing of cluster quality

In this experiment, we measure the average size and average
precision of ICC clusters. The average size is the average
number of sites in each cluster, and the average precision
is as defined in Equation 6. We use the home pages of 115
universities in the country as the seeds for this experiment
and identify the true clusters by examining the generated
ICC clusters manually. The university home pages have
similar characteristics, and thus the sizes of the resulting
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The results are shown for varying number of seeds. Precision, recall, and f-value are, respectively, an average over all ICC clusters
generated. Clusters generated using the MST clustering are used as the true clusters.

Figure 9. Quality of ICC clusters relative to the optimal MST clusters.
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The results are shown for varying weight threshold. Cluster size and precision are, respectively, an average over all clusters generated.
Clusters manually selected from the sites of the same university are used as the true clusters.

Figure 10. Quality of ICC clusters relative to the manually identified true clusters.

clusters have limited variations. Each of the true clusters
manually selected contains sites in the same university, and
this allows for an objective comparison of them against the
clusters generated by ICC.

Figure 10 shows the result. As expected from the algo-
rithm, the cluster size decreases and the precision increases
as the weight threshold increases. This user testing has led
to a conclusion that the cluster quality is acceptable when
the cluster size is larger than 10 and the cluster precision
is higher than 0.5. From the figure we see that the for-
mer condition holds for the weight threshold no higher than
0.01 (Figure 10(a)) and the latter condition holds for the
weight threshold no lower than 0.005 (Figure 10(b)). We
thus judge in the case of this experiment that the adequate
weight threshold is in the range of 0.005 to 0.01.

6.2 Clustering time

We use the elapsed time as the metric of clustering time.
For ICC, clustering is interleaved with crawling. Thus, we
measure the net time spent on clustering, that is, the to-
tal time spent on the cluster finder and not on the internal
crawler (see Figure 7). We use the number of seeds as the
experimental parameter. The weight threshold in MST clus-
tering is set to 0.01, the same value used for ICC.

Figure 11 shows the experimental result, where both the
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Figure 11. Clustering time.

horizontal and vertical axes are in log scale. We see that the
clustering time of ICC is two orders of magnitude smaller
than MST clustering. Beside the reason that the cluster-
ing in ICC is performed incrementally on only the relevant
pages collected so far, our analysis finds that, since cluster-
ing in ICC is interleaved with crawling, the link information
needed for clustering is already in memory and the compu-
tation of the similarity between sites is already partly done
during crawling.
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7 Conclusion

In this paper we have proposed the incremental cluster-
ing crawler (ICC) as a novel clustering approach to finding
communities for use in the community-limited search. In
this approach, clustering is done incrementally while web
pages are collected through crawling. Despite the fact that
not all sites are available at the time of clustering, it gener-
ates high-quality clusters (or, communities) that are compa-
rable to globally optimal ones. Additionally, it reduces the
time spent on clustering. We have confirmed these through
experiments.

The immediate future work is to extend the ICC algo-
rithm to merge clusters generated for different seeds as
they approach each other with enough direct links between
them. Another future work is to conduct additional perfor-
mance evaluations like measuring the ratio of the number
of crawled sites out of all sites for varying number or type
of the seeds. We also plan to study how to choose the right
seed sites to start the crawling from and how to choose rele-
vant web pages within each site during crawling, to increase
the cluster quality.
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