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Absrracr-In this  paper,  implementation of a compact and efficient 
multirate  speech  digitizer with variable transmission rates of 2.4,4.8, 
9.6,  and  14.96  kbits/s  is  presented. The multirate algorithm has been 
made  based  on  the  residual-excited linear prediction (RELP) vocoder 
with  a  transmission rate of  9.6  kbits/s.  The residual encoder employed 
in the  RELP  vocoder  uses hybrid companding delta modulation 
(HCDM).  This HCDM is also used as  a  14.96  kbit/s  coder. If the 
residual in the  RELP  system is down-sampled before encoding, a  4.8 
kbit/s  coder  can be realized. If the residual encoder is not used, a  2.4 
kbitls  linear  predictive  coder  (LPC)  can be realized by incorporating a 
pitch  extractor. In the 4.8 and 9.6  kbit/s  coders the pitch-implanted 
residual  excitation method has been used to generate the excitation 
signal  to  the  synthesis  filter. 

The  multirate  speech  digitizer algorithm has been implemented 
using  2900  series  bit-slice  microprocessors. The external memory is 
composed  of 2K RAM’S and 2K ROM’s. The system design is a 
two-bus  structure with a  204  ns  cycle  time. With efficient hardware 
and  software  design, the multirate speech digitizer requires almost the 
same  hardware  complexity  as compared with the conventional 2.4 
kbit/s LPC vocoder. 

I 
I. INTRODUCTION 

N recent  years, as the  number  of users of digital communi- 
cation is increasing rapidly,  many  bandwidth-efficient 

digital speech  coding methods have been  developed.  Speech 
coding methods can be classified largely into  three categories: 
waveform coders, vocoders, and  a mixed type of these two 
coders.  The waveform coder realizes waveform matchng. 
Typical  examples of  the waveform coders  are pulse code 
modulation (PCM), differential PCM (DPCM), adaptive DPCM 
(ADPCM), and adaptive DM (ADM) [ l ]  , [2]. In vocoding, 
only  the  features characterizing  speech signal, such as the 
vocal tract parameters,  voiced/unvoiced  decision, and  pitch 
period information, are extracted  and  transmitted. At the 
receiver, speech is synthesized using this  information. Typical 
examples of  the vocoders  are the linear predictive  coder 
(LPC) [3] ,   [4 ] ,  channel  vocoder [ S I ,  and  formant vocoder 
[6].  In mixed- (or hybrid-)  type coders, the vocal tract  in- 
formation is extracted  and  transmitted as in  vocoders, but 
pitch  extraction is not  done.  Instead, some form  of residual 
signal is transmitted. At the receiver this signal is used after 
processing as the  excitation signal to  the synthesizer. Since 
pitch  extraction is not  done,  this category of  coders is fairly 
robust  to environmental  disturbances.  Examples of the  mixed- 
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type coders  are the residual-excited  linear prediction (RELP) 
vocoder [7] ,  voice-excited  vocoder [8],  and adaptive  pre- 
dictive coder (AF’C) [9].  

In circuit-switched or packet-switched data  networks  the 
selection of an  appropriate speech  coding method should be 
considered  seriously. To reduce the queueing  delay  and to 
increase the  number of channels  in a given bandwidth,  a 
coding method with a  low transmission rate should be used, 
but this low  rate coder  would  result  in  degradation of speech 
quality. If a coding, method  with high  transmission rate is 
selected to improve the speech quality,  it increases the  queue- 
ing delay and decreases the number of channels multiplexed. 
Also, the possibility of channel  congestion would increase in 
this case. One method  to compromise  between those  contra- 
dictory  conditions is to use a  multirate speech digitizer that 
can be switched  between various transmission rates according 
to  the speech quality  required, channel condition, and net- 
work flow control. This has motivated the present study in 
which we have developed a very compact and  efficient multi- 
rate speech digitizer with variable transmission  rates of  2.4, 
4.8,9.6,  and  14.96  kbits/s. 

To implement  the  multirate coding  system,  coders that  ex- 
hibit good  performance at these transmission rates but yield 
minimum  system complexity should be selected. We have 
selected as a  14.96  kbit/s coder the  hybrid companding  delta 
modulation (HCDM) system that yields the best performance 
among ADM’s [ 2 ] ,   [ l o ] ,  the  RELP vocoder as 9.6  and  4.8 
kbit/s coders, and  the LPC vocoder as a 2.4 kbit/s coder. We 
have also used HCDM as the residual  coder  when the multi- 
rate system is operated  at  4.8  or  9.6 kbits/s. 

Throughout  this paper emphasis will be placed on  the 
development of  an efficient  speech digitizer algorithm,  and on 
the  implementation of compact hardware and software of  the 
system.  Following this  Introduction, we describe the overall 
algorithm of  the  multirate speech digitizer in  Section 11. 
In Section 111  we consider  hardware design of  the speech 
digitizer, and  then discuss development and  implementation 
of system software. Finally,  conclusions follow  in Section  IV. 

11. ALGORITHM OF THE  MULTIRATE SPEECH 
DIGITIZER 

A. Design Approach 
One important goal in designing the software and hardware 

of our  multirate speech digitizer was compactness. To achieve 
this goal the  multirate algorithm has been  made based on  the 
principle of RELP vocoding originally proposed by Un and 
Magill [7].  The  RELP vocoder that is used as a 9.6 or 4.8 
kbit/s coder  in our system uses the well-known linear pre- 
diction  method  for  feature  extraction  and HCDM for residual 

0090-6778/83/0600-0775$01.00 0 1983  IEEE 

Authorized licensed use limited to: University of Vermont Libraries. Downloaded on July 30,2020 at 03:22:23 UTC from IEEE Xplore.  Restrictions apply. 



776 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL.  COM-31, NO. 6 ,  J U N E  1983 

encoding. Therefore, we can have an LPC vocoder for low- 
rate (2.4 kbits/s)  coding and HCDM for high-rate (14.96 
kbits/s) waveform coding without  additional software.  Also, 
in 2.4 kbit/s LPC vocoding we use residual signal rather  than 
input speech for  accurate  pitch  extraction. Since t h s  residual 
signal is used in  the 9.6 or 4.8 kbit/s  coder,  it need not be 
generated  separately for  pitch  extraction.  The 9.6 kbit/s 
RELP coder  includes the  entire parameters that are used in 
the 2.4 kbit/s LPC vocoder.'  Hence, there remains 7.2 kbits/s 
available for residual coding. Since HCDM, in which the  input 
sampling rate is equal  to  the  output bit rate, is used for re- 
sidual  coding in  our  system, we decided the digitizer input 
sampling rate  to be 7.2 kHz. 

Considering the 4.8 kbit/s  coder, one  can think of two ways 
of getting its  algorithm. One  method is to improve the 2.4 
kbit/s LPC coding by assigning more  bits in parameter coding, 
and  the  other is to reduce the transmission rate in  coding the 
residual signal of the  9.6  kbit/s  RELP system. We have chosen 
the  latter  approach because by having additional  2.4  kbits/s 
in parameter coding we could attain  little  improvement of 
output speech quality over that of the 2.4 kbit/s coder. To 
have a 4.8 kbit/s  coder we simply  down-sampled the residual 
signal to  2.4 kHz. 

Determination of the sampling rate  for  the high-rate (14.96 
kbits/s) HCDM needs  another  consideration.  In  our HCDM 
system we transmit  the gain estimated by  a feedforward ap- 
proach  for  better  quality of speech. For  the transmission rate 
of  the HCDM system one could  conceivably have 16  kbits/s,  for 
which case the  input sampling rate  must be 15.52  kHz, since 
gain coding requires 6 bits/frame. Considering from  the 
viewpoint of hardware  implementation,  the  better sampling 
rate would be 14.4 kHz which is twice the sampling rate  of  the 
lower rate  coders of the digitizer. In  our  simulation we could 
not  detect  any degradation of output speech quality by 
reducing the  input sampling rate  from  15.52  to  14.4 kHz. 
Accordingly, we have chosen the transmission rate of the 
high-rate HCDM coder to be 14.96  kbits/s. 

B. The Multirate Algorithm 

An algorithmic  block diagram of the  multirate speech 
digitizer is shown  in Fig. 1. Since the individual  algorithms 
have been  described in detail  in the  literature,  here we describe 
just  the overall system with emphasis on  the differences among 
the algorithms at  different transmission  rates. 

Before the  input speech is analyzed,  it is first  preprocessed. 
In preprocessing, the  input speech is automatically gain- 
controlled (AGC), low-pass  filtered with  the  cutoff  frequency 
of 3 kHz, and preemphasized with  the breaking point fre- 
quency of 400 Hz to reduce the  spectral  dynamic range of 
input speech [4].  The signal is then digitized using a 12-bit 
A/D converter at  the sampling rate of 14.4 kHz if the trans- 
mission rate  of 14.96  kbits/s is desired, or 7.2 kHz if other 
transmission  rates  are  used. The sampling rate is selected using 
a  panel  switch. 

For  the 2.4 kbit/s  coder,  only  the  routines enclosed  by the 

1 This  scheme is essentially the  same  as  the  embedded  vocoding  con- 
cept [ l l ] .  

dotted lines are used. The digitized input speech is analyzed  by 
the  autocorrelation  method  to  obtain  ten  prediction coeffi- 
cients {ai} and  the same number of reflection  coefficients 
{ki} [4].  Also, speech samples are passed through  an inverse 
filter to generate the  prediction error or residual signal. This 
residual is used to  estimate  the gain (residual  energy) and to 
make  voiced/unvoiced (V/UV) decision. In  our system the 
method of average magnitude  difference function (AMDF) 
applied to  the LPC residual signal has  been used for  pitch 
extraction [ 121 . Pitch  period,  reflection  coefficients,  and 
residual gain thus  obtained are multiplexed  after coding, and 
transmitted  at  the transmission rate of 2.4  kbits/s.  In  our 
system, the reflection  coefficients have been coded  by  the 
piecewise linear quantization  method  [13],  and  the  others 
have been coded by  linear quantization.  At  the receiver, they 
are  demultiplexed and decoded.  Depending on  whether  the 
current speech  frame is voiced or unvoiced,  either  the  pitch 
generator or  the  random noise generator  generates an  ex- 
citation signal. The signal is gain-adjusted using the  decoded 
gain and  fed  into  the  lattice-form synthesis filter. 

For  the 4.8 kbit/s coder all the  routines shown in Fig. 1 
are used. LPC analysis and  pitch  extraction are done  in  the 
same way as in the 2.4 kbit/s vocoder. In  addition, coding of 
the residual signal is done.  The residual  signal obtained by 
inverse filtering  in the LPC analyzer is first band  limited to 
600 Hz using a  four-pole Butterworth low-pass  filter to reduce 
the transmission rate  [7].  The band-limited  baseband  residual 
is then  encoded by HCDM [ 101 , which will be described later. 

To realize the transmission rate  of  4.8  kbitsls,  the baseband 
residual is down-sampled with  the  ratio of 3 to 1 so that  the 
sampling rate is reduced to 2.4 kHz from  the  actual  rate of 
7.2  kHz.  Before  down-sampling, the  dynamic range of the 
baseband  residual is reduced by using a pitch  prediction  loop 
(see Fig. 1). This  improves the signal-to-quantization noise 
ratio (SQNR) in HCDM coding of the baseband  residual sig- 
nal  by about 2 dB over the case without  the  pitch  prediction 
loop used. The bit stream  at  the  output of the HCDM coder is 
multiplexed  with  coded  pitch  period, reflection  coefficients, 
and residual  gain, and  then  transmitted. 

At  the receiver, information  related  to these data is de- 
multiplexed  and  decoded.  The received bit  sequence of the 
baseband  residual signal is decoded by the HCDM decoder. 
The decoder ou$ut is interpolated  and up-sampled to obtain 
the original sampling rate (i.e., 7.2 kHz). The up-sampled 
signal is smoothed by a four-pole  Butterworth low-pass  filter 
with  the  cutoff  frequency of 600 Hz. The  smoothed  output 
is then  fed  to  the inverse of the  pitch  prediction  loop  to  ob- 
tain the  decoded baseband  residual signal. 

To  obtain  the  excitation signal to  the  synthesizer, high- 
frequency  harmonics of the residual signal must be regenerated 
using the decoded  baseband  residual, and  they  must be spec- 
trally flattened.  For this purpose we have used the  pitch im- 
plantation  method [ 141 which is shown in Fig. 2. This  method 
is known to be very effective  in  high-frequency generation  and 
to yield  excellent synthetic speech [ 151 . In  this  method high 
frequencies are generated  by adding  pitch pulses (for voiced 
speech) or random noise (for unvoiced  speech) to the de- 
coded baseband residual. When random noise is added,  it is 

I 
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Fig. 1. Functional  block  diagram of the  multirate  speech  digitizer 
system. 
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Fig. 2. Generation of RELP excitation  signal  by  the  pitch  implanta- 
tion  method. 

done  asynchronously;  but when pulses are added,  it  must be 
done synchronously with  the baseband residual. To  implant 
pitch pulses on  the baseband  residual, the “blanking-and- 
rundown”  method  [14] has  been used. The  pitch-implanted 
or  random noise-added  residual signal is fed  through  a  four- 
pole Butterworth high-pass filter with  the  cutoff  frequency 
of 600 Hz before they are summed  with  the  decoded base- 
band  residual, T h s  output signal becomes the  excitation 
signal of the synthesis filter.  The synthesizer output signal is 
converted  into  an analog signal, and finally deemphasized with 
the breaking-point frequency of 400 Hz. 

For  the  9.6  kbit/s  coder, all the  routines used in the 4.8 
kbit/s coder are used. But in this case the procedure of down- 
sampling and up-sampling is not necessary because 7.2  kbits/s 
is available for transmission of the  coded residual signal. In 
the 4.8 kbit/s  coder  the original and  decoded residual signals 
have been  low-pass  filtered  with the  cutoff  frequency  of  600 
Hz. The same filtering operation is done  in the 9.6 kbit/s 
coder,  but  the  cutoff  frequency is extended  to 800 Hz for  bet- 
ter speech quality. 

For  the 14.96 kbit/s  coder, only the  routines enclosed by 
the heavy lines  are used. The digitized input speech is directly 
fed  into  the HCDM encoder. ADM is the most  effective 
method in  low-rate  (below 24  kbits/s) waveform coding [16] . 
Particularly, HCDM is known  to yield  superior performance 
among various ADM systems [2] , [ lo]  . The HCDM system 
with feedforward estimation of the long-term step size is 
shown in Fig. 3. It uses both syllabic and  instantaneous 
schemes in companding the quantizer step size. The  former 
is used to update  the long-term basic step size of the  quantizer 
according to  input signal energy  variation, and  the  latter is 
used for changing the  step size at every sampling instant based 
on  the  three consecutive sign bits.  Details of the HCDM 
system  including performance analysis may be found in [ 101 . 

One may  note  that since no  reduction of spectral dynamic 
range is needed in a waveform coder, preemphasis and de- 
emphasis  are not  done in the  14.96  kbit/s HCDM coder. 
At  the receiver the HCDM decoded output is smoothed by 
a low-pass  filter  with the  cutoff  frequency of 3 kHz, and 
directly fed  into  the  D/A converter. 

C. Computer Simulation Results 
The  multirate algorithm  described above has been simulated 

on  a  computer  to  determine  its effectiveness and  to optimize 
the parameter values. The  optimum values of various param- 
eters  determined by simulation are shown  in Table 1. For 
determination of the  optimal HCDM parameter values we 
have used the conventional  SQNR  measure; and  for  the gains 
(FAC1, FAC2) of the RELP excitation signal generator we 
have relied on  informal subjective listening  tests. 

After fixing the  algorithm, we performed  16-bit integer 
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Fig. 3. Block  diagram  of HCDM encoder. 

TABLE I 
OPTIMUM PARAMETER  VALUES 

Transmission 

rate(kbits/s) h a  8 FACl FACZ 

14.96 - 1.6 0.97 

9.6 1 0.8 0.4 0.3 0.98 

4.8 1 0.8 0 . 4  0.3 0.98 

Note: A :  Predictive  loop  constant  (see  Fig. 1). 
a: Scale  factor  for  basic  step  size  estimation  in HCDM (see Fig. 

p :  Prediction  filter  leakage  factor  in HCDM (see  Fig. 3). 
FAC1,  FACZ:  Gains used in  the  RELP  excitation signal  (see 

3) .  

Fig. 2). 

simulation to predict  the  performance of the hardware to be 
built and  to  obtain  the necessary scaling and  normalization so 
that  no  underflow  and overflow may occur. The results of the 
integer  simulation are shown  in Fig. 4. As one can expect, 
the waveform of the synthesized  speech signal resembles 
more closely that of the  input speech signal as the transmission 
rate increases. In  addition  to examining  waveforms of  the syn- 
thesized  speech signals by eye, we have also performed  infor- 
mal listening  tests.  According to our subjective  listening 
test,  the speech quality was the best  when the  rate was 14.96 
kbits/s  and  the worst  when the  rate was 2.4 kbits/s. At 9.6 
kbits/s  the  synthesized speech sounded  almost  identical to 
the original speech.  But at  4.8  kbits/s  the synthesized  speech 
had  a  little  background  echo. At 2.4  kbits/s  the synthesized 
speech sound was not so natural as at  9.6 or 4.8  kbits/s,  but 
its  quality was satisfactory  for  the  low  rate. 

111. FIRMWARE IMPLEMENTATION 

A. Hardware Architecture 

A simplified block diagram of the  multirate speech digit- 
izer hardware is shown in Fig. 5 .  The  hardware  architecture is 
very similar to  that of the  two-channel LPC vocoder  developed 
by Shin et al. [17] . It  can be divided largely into  two parts: 
the processor part  and  the 1/0 part.  The processor part is com- 
posed of four main  sections: a  central processing unit (CPU), 
a microprogram control  unit (MCU), an  external  memory, 
and  a multiplier. The CPU is interfaced  with  other subsystems 
(memory  and 1/0 devices) for fast speed via two unidirec- 
tional buses [an  input  data  bus (IBUS) and  an  output data 
bus (OBUS)] instead of the  conventional  bidirectional  data 
bus. All instructions  for  this  hardware are executed in a cycle 
time of 204 ns by a 4.896 MHz system clock. 

(e) 
Fig. 4. Comparison  of  waveforms  at  different  rates  with  the  original 

speech.  (a)  Original.  (b) 14.96 kbits/s.  (c) 9.6 kbits/s.  (d) 4.8 kbitsls. 
(e) 2.4 kbits/s. 
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Fig. 5 .  Block  diagram  of  the  multirate  speech  digitizer  hardware. 

of a  16-bit  arithmetic logic unit (ALU), a  status register, a 
shift multiplexer,  and  a carry input multiplexer. The  16- 
bit ALU is composed of four Advanced Micro Devices (AMD) 
Am 2903 bipolar  microprocessor slices and  one  Am  2902 
carry-lookahead  generator  chip.  The  16-bit CPU fetches 
data  from  one of the seven data sources: microinstruction 
register (FIR), memory  output register (MOR), A/D  converter, 
serial-to-uarallel  (S/P)  converter. the utmer and lower Darts The  center of this system is the CPU which is composed \ .  , A I  
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Fig. 6 .  Microinstruction  format. 

of the multiplier output,  and  the  input register via the uni- 
directional tristate IBUS. The  output of the CPU is trans- 
ferred to one of the seven destinations: D/A  converter, paral- 
lel-to-serial  (P/S) converter,  two  memory address registers 
(MAR1 and MAR2), memory buffer register (MBR), Y input 
of the  multiplier,  and  output register. 

The microprogram memory is a 2K word by 52 bit PROM 
containing  microinstructions. The  format of a  microinstruc- 
tion is shown  in Fig. 6, in  which the  halt bit is used during 
debugging operation only. Microinstructions stored in the 
PROM addressed by the MCU are  transferred into  the micro- 
instruction register (pIR  or ‘‘pipeline register”)  in  synchroni- 
zation  with  the system  clock. The MCU is composed of an 
AM 2910 sequencer, a  condition  multiplexer,  and  an  interrupt 
control unit (ICU). 

The  external  memory is composed of 2K RAM’S and 
ROM’s. The RAM’S are used,  for  data buffering and  for  tem- 
porary memory,  and  the R0,M’s store various look-up tables 
needed to implement  the  multirate speech digitizer algorithm. 
To enhance the data processing capability, we use the pipeline 
technique  [18] in data transfer  between the CPU and  the 
external  memory. Also, we use two address registers with  auto- 
increment  function  and  an address  multiplexer to facilitate 
the  alternating access of two block data sets  in different mem- 
ory  locations  without  additional addressing from  the CPU. 
Accordingly, it is easy to  copy or transfer a  data set from  one 
location  to  another as done  in buffer copying,  and also easy 
to calculate the sum of products of the  two  data sets {Xi} and 
{ Yi}, as done  in autocorrelation calculations. 

A TRW MPY-16HJ multiplier accepts  two  16-bit two’s 
complement  numbers (XIN and YIN) from  the  external 
memory or the OBUS and makes the full 32-bit  product 
available to the CPU in two  16-bit pieces (LSP  and MSP). 
The pipeline technique  has been used for efficient multi- 
plications as used for accessing the  external  memory, since 
the  input  and  output of the multiplier  are  fully buffered 
and  the  multiplication  time is less than  one machine cycle. 

The 1/0 system for  the  multirate speech digitizier hardware 
consists of three  input devices (A/D,  S/P,  and an input reg- 
ister), three  output devices (D/A,  P/S,  and  an  output register), 
and  a device clock  system. The device clock  system  generates 
various clocks to  control  the I/O devices and provides the  in- 
terrupt request to  the ICU. 

In the  multirate speech digitizer hardware,  the sampling 
rates of A/D  and  D/A converters must be varied according to 
the transmission rate used. In our system the sampling rate 
is 14.4 kHz when speech is transmitted  at  14.96  kbits/s; 
and 7.2  kHz when it is transmitted  at  9.6, 4.8, or 2.4  kbits/s. 
This  has  been realized by using one D-flip-flop and  one  two- 
input  multiplexer.  The  input selection cohtrol  to  the  multi- 
plexer is  given from  the panel  switch. 

A  microinstruction is made up of 53 bits, the  format 
of which is shown in Fig. 6. One instruction word is divided 
into CPU, MCU, and  other  control parts. In the CPU control 
part, source code,  function  code,  destination  code,  and A- 
address and B-address control  the  16-bit ALU. Other  parts 
of the CPU control fields are used to  control shift  multi- 
plexers and  the carry input  multiplexer. The MCU control 
part Consists of sequencer and  condition multiplexer control 
fields, a  status register control  bit,  and  an  interrupt clear bit. 
The direct  field is used as a direct input address to  the  2910 
sequencer and  an  operand  to  the CPU. .The 1/0 control fields 
determine where the CPU gets its  input  and where its  output 
is to go. The  autoincrement  bit  controls  whether or not  to 
increment  the  two address registers (MAR1 and MAR2) 
at  the same time. During debugging operation,  the  halt bit is 
used to  stop  the speech digitizer hardware. , 

Although  it is not explicitly  shown  in Fig. 5 ;  the analog 
part used in our system  includes automatic gain control 
(AGG), preemphasis, and deemphasis  circuits. As preemphasis 
and deemphasis  circuits have no distinctive features  compared 
with  others, we discuss only the AGC circuit  here. The voltage 
transfer  characteristic of our AGC circuit is shown in Fig. 7. 
A  feature of the AGC circuit is that  it  incorporates  a silence 
detection circuit. When input speech is silent, the silence de- 
tector pulls down  the AGC output  to  the  ground level, thus 
preventing the  input noise from being amplified.  This  has a 
good effect on  our  system, especially for  the 2.4 kbit/s LPC 
coder that is very susceptible to  environmental noise. 

A summary of hardware design of the speech digitizer is 
shown  in  Table 11. 

B. Software  Implementation 

The real-time  microprogrammed software of our  multi- 
rate speech digitizer system can be divided largely into five 
routines: initialization routine,  rate checking routine, main 
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Fig. 7. Voltage  transfer  characteristics  of  automatic  gain  control 
circuit. 

TABLE I1 
SUMMARY O F  SPEECH  DIGITIZER  HARDWARE 

Cycle  time 

Basic  logic  family 

Microprogram  memory (ROM) 

External  memory (ROM) 

External  memory (RAM) 

Hardware multiplier 

Microprocessor 

Microsequencer 

AID  Conversion 

Total  power  dissipation 

Hardware  size 

204 ns 

TTL 

1K x 52 bits 

Thirteen  82S137's 

2K x  16  bits 

Eight  82S137's 

2K x 16 bits 

32 FCLD 93425's  (1K x 1) 

1 TRW MF'Y 16-HJ 

4 Am 2903's  (4-bit  slice) 

1 Am  2910  (12-bit  wide) 

12-bit AID, D/A conversion at 

7 . 2  Idlz or  14.4 kHz sampling  rate 

5V x 10A = 50W  max 

19" x 15" x  5.25" 

routine, idle routine,  and A/D-D/A interrupt service routine.2 
The overall block diagram of the  software is shown  in Fig. 8. 
In  the initialization routine all RAM data memories  are cleared 
and  the initial parameter values are  set. In  the  rate checking 
routine  the  rate switch is checked via the  input register. When- 
ever the  rate switch is changed,  the system is reinitialized. 
The idle routine is inserted to fill in the time  intervals between 
the frames. In  this,routine,  no  operation is performed  except 
interrupt checking and waiting until  the speech input buffer is 
full and  at  the same time  the speech output buffer is ex- 
hausted. 

The .main routine is the core of software.  The overall flow 
chart of the main routine is shown in Fig. 9. At  the  start of 
the main routine,  the  synthetic speech data buffer of the 
previous frame is first copied to  the'output speech data  buffer, 
and  the  input speech data buffer is copied to  the processing 
buffer. The  length of the  input  buffer is 180 samples and  that 
of the processing buffer is 220 samples. Hence, the  length  of 

* In  addition,  one  needs  to  have  an S/P and P/S interrupt  routine 

standard  nature,  it  will  not  be  discussed  here. 
for  transmission  and  reception of coded  data.  Since  this  routine is of 

Initialization 

LI Idle  routine 
I Main  routine AID - DIA 

Fig. 8. Overall  block  diagram of multirate  speech  digitizer  software. 

r-- 

Calcu la t ion  of autocor- 

NO YES 

Decoding of parameters 
4 I 

Hamming  windowinp Computation of 

1 average  slo, 

Coding of reflection 
coefficients 

>e energy I 

Fig. 9. Flow  chart of main  routine. 
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overlap between  the frames is 40 samples. When the process of 
buffer  copying  is  completed, speech analysis can start. 

LPC analysis is performed for 2.4,  4.8, and  9.6  kbit/s 
coders. First,  the  parameters  that have been coded three 
frames before (this delaying is  required  for  smoothing  pitch 
errors)  are decoded.  Here,  the  reflection coefficients {ki} are 
decoded using a look-up  table  to  reduce  the Computation 
time. Second,  the  input speech data in the processing buffer 
are Hamming-windowed using the window values stored in 
ROM to generate  windowed  speech data, which are then used 
to calculate autocorrelation coefficients, To minimize the 
truncation  error,  autocorrelation  coefficients are normalized 
with respect to signal power. By the modified Levinson’s al- 
gorithm,  the  reflection coefficients and  the  prediction coef- 
ficients are  calculated using these  normalized autocorrelation 
coefficients. Third, using those  prediction coefficients, the un- 
windowed  speech data  in  the processing buffer  are inverse 
filtered to generate the residual signal. The residual signal 
thus  obtained is used to estimate the gain. Fourth,  the re- 
flection coefficients obtained by the modified Levirison’s 
algorithm  are coded by piecewise linear quantization using the 
number of quantization levels at each  interval  prepared  in 
ROM. At this point, if the  rate switch is set  at 4.8 or 9.6 
kbits/s,  the residual is band limited using a  four-pole Butter- 
worth low-pass  filter with  the  filter coefficients stored in 
ROM. For 2.4 kbit/s coding, the residual is not band limited. 

One  may note  that  pitch  extraction is done  for 2.4, 4.8, 
and  9.6  kbit/s coders. First,  the  non-band-limited residual is 
deemphasized with  the  bieaGg-point  frequency of 100 Hz. 
Using the deemphasized  residual, AMDF is computed,  for 
which we have used every fourth sample of  the residual 
to reduce the  computation time. That is, 

p = 24,25, ..., 39,40 ,42 ,44 ,  -.., 130,132. 

Since we have obtained AMDF for  only  64 nonlinearly quan- 
tized levels of p ,  the value of p can be regarded as the  coded 
pitch period. Using the AMDF values, the  pitch period is 
determined by null-picking. In addition, V/UV decision is 
made based on AMDF and  input energy. 

Next,  for 4.8 or 9.6 kbit/s coding, the band-limited  residual 
is encoded by HCDM and  stored in  a  buffer with  the  format 
of 15 bits of coded  bit sequence  per one buffer location. Also, 
the  coded residual of the  frame  that precedes three frames 
before the  current frame is decoded by HCDM and  smoothed 
by a four-pole  Butterworth low-pass filter. 

In  the  14.96  kbit/s  coder, LPC analysis is skipped and  the 
input speech data in the processing buffer  are directly  applied 
to  the HCDM coding routine. Since average slope energy is 
used to estimate  the basic step size, it  must be estimated be- 
fore  the HCDM coding routine. 

Finally, output speech is synthesized using the  decoded 
parameters. In  the 14.96 kbit/s  coder, no operation is per- 
formed in the  synthesis  routine.  But,  for  other  rates,  excita- 
tion signal should be generated. For  the  2.4  kbit/s  coder,  pitch 
pulses or  random noise are  generated. To generate random 
noise, 256 samples of random  numbers are prepared in ROM. 
For 4.8 and 9.6 kbit/s coders, the  decoded baseband  residual 
signal is spectrally flattened by the  pitch  implantation  method. 
The  excitation signal thus  obtained is fed  into  the synthesis 
filter of lattice  form. 

In  the main routine,  the A/D-D/A interrupt request  should 
be checked properly  at  the interval of about  680  instructions 
when the sampling rate is 7.2 kHz, and  at  the interval of about 
340  instructions when the sampling rate is 14.4 kHz. Hence, 
in the  routines of the 14.96 kbit/s  coder,  interrupt should be 
checked two times more  frequently  than  the  other routines. 
Whenever A/D-D/A interrupt occurs, the  A/D converted 
speech input is stored in the  input buffer and  the  output 
speech data  in the  output buffer are D/A converted. 

C. Implementation Results 

During the development of the real-time  microprogrammed 
software, we have performed emulation  under  the  control of a 
NOVA-4 minicomputer. By controlling the  multirate system 
to execute  instructions in real time  to  the system clock, and 
also in single step to  the clock given by NOVA when the  halt 
bit (see Fig. 6) is set,3 we could  test the  multirate system 
successfully. 

The quality of speech  synthesized  by the real-time  speech 
digitizer was identical with  that of integer  simulation at each 
rate. Also, a  good  agreement was found between the  synthetic 
speech waveform obtained by  integer  simulation and  that 
collected by NOVA, during  real-time emulation.  Therefore, 
our system  proved to ,be working well. 

Finally,  let us consider  timing of the system developed. 
As stated  before,  one frame of speech is composed of  180 
samples. Therefore,  the  frame  length of 2.4, 4.8,  and 9.6 
kbit/s  coders  (the sampling rate is 7.2 kHz) is 25 ms and  that 
of a 14.96  kbit/s coder (the sampling rate in  this case is 14.4 
kHz) is 12.5 ms. Since the system  clock is 4.896 MHz, the 
number  of  instructions  executable during one frame is 
122  400  for  the  2.4, 4.8, and 9.6 kbit/s coders and  61  200 
for  the 14.96 kbit/s coder. In Table 111 the  number of in- 
struction cycles and  time required for  execution of each rou- 
tine is shown. It is seen that in the worst case only  77.66  per- 
cent of one frame  time i s  used to execute all the  routines  ex- 
cept  the idle routine. 

IV. CONCLUSIONS 

Implementation of a multirate speech digitizer having trans- 
mission rates of 2.4,  4.8,  9.6,  and 14.96  kbits/s  has been 

3 During a single step execution, the values loaded on the registers, 
memories,  and input and output bus could be read or modified. 
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TABLE I11 
NUMBER OF INSTRUCTIONS  PER  FRAME  FOR  CODERS  AT 

DIFFERENT  TRANSMISSION  RATES 

F u n c t i o n s  

MAIN ROUTINE 

Copying I10 b u f f e r  

Decoding O F  para-  
meters 

LPC a n a l y s i s  

Low-pass f i l t e r i n g  
’ of r e s i d p a l  

P i t c h   e x t r a c t i o n  

Average   s lope  
e n e r g y   c o m p u t a t i m  

HCDM d e c o d i n g a  

HCDM e n c a d i q g  

S p e e c h   s y n t h e s i s  

INTERRUPT 
SUBROUTINE 

A h - D / A  s u b r o u t i n e  

PIS s u b r o u t i n e  

SIP s u b r o u t i n e  

T o t a l  

. . .  

0 ! . 4  k b i t s l s  4.8 k b i t s l ,  

232 1 232 

6,597 

14,760  23,220 

i 
1,800 1 .8ao 

2,268 2,916 

3,024 3,883 

52,622  91,668 

10.735 ms) (18.700 ms) 

9.6. k b i t s f s  14.96 k b i t s l r  

17.052 232 1 I 
I 

12,576 I -  
1,888 

15,082  14,722 

6,429  6,428 

23,040 

1,800 1.800 

4.212  2,106 

5,616  2,808 

95,052 30,662 

19.391 ms) (6.255 ms) 

a The  execution  time of low-pass  filtering of HCDM decoded  out- 
p u t  is included. 
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